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SUMMARY

In this study, an arbitrary Lagrangian–Eulerian (ALE) approach is incorporated with a mixed finite-
volume–element (FVE) method to establish a novel moving boundary method for simulating unsteady
incompressible flow on non-stationary meshes. The method collects the advantages of both finite-volume
and finite-element (FE) methods as well as the ALE approach in a unified algorithm. In this regard, the
convection terms are treated at the cell faces using a physical-influence upwinding scheme, while the
diffusion terms are treated using bilinear FE shape functions. On the other hand, the performance of ALE
approach is improved by using the Laplace method to improve the hybrid grids, involving triangular and
quadrilateral elements, either partially or entirely. The use of hybrid FE grids facilitates this achievement.
To show the robustness of the unified algorithm, we examine both the first- and the second-order temporal
stencils. The accuracy and performance of the extended method are evaluated via simulating the unsteady
flow fields around a fixed cylinder, a transversely oscillating cylinder, and in a channel with an indented
wall. The numerical results presented demonstrate significant accuracy benefits for the new hybrid method
on coarse meshes and where large time steps are taken. Of importance, the current method yields the
second-order temporal accuracy when the second-order stencil is used to discretize the unsteady terms.
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1. INTRODUCTION

There are many different approaches for solving fluid flow problems with moving boundaries
and moving meshes. A few of them can be counted as the integrated space–time [1, 2], the
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arbitrary Lagrangian–Eulerian (ALE) [3, 4], and the boundary-transformation [5, 6] approaches.
Among them, the ALE approach seems to be more attractive because of its high capabilities
in mesh transformation. The ALE method can be viewed from different perspectives. From the
first perspective, the incorporation of ALE capabilities with finite-volume (FV) method increases
the strength. However, using an ALE-FV method, two important questions are how to treat the
convection and diffusion fluxes at the cell faces on the moving ALE frame and how to couple the
mass and momentum conservation laws on the moving ALE frame. For example, Demirdzic and
Peric [3] developed an FV method to treat fluid flow in arbitrarily shaped domains with collocated-
grid arrangement. They employed a central difference scheme to treat the diffusion fluxes and a
central difference scheme modified by an upwind correction term to treat the convection fluxes.
The coupling of the continuity and momentum equations was achieved via using the SIMPLE
algorithm. Zhao and Forhad [7] also used a cell-centered FV method to model the solid–fluid
interaction. They utilized an upwind strategy along the characteristic direction benefiting from the
third-order MUSCL interpolation. They considered the artificial compressibility concept to couple
the continuity and momentum equations. Ahn and Kallinderis [4] also extended a cell-centered
FV method on hybrid unstructured meshes. They used a node-centered median dual scheme and
the volume-averaged velocity gradient at the edge midpoint to treat the convection and diffusion
fluxes, respectively. They applied the artificial compressibility method to couple the pressure and
velocity fields.

From the second perspective, the ALE can be viewed as a mesh movement strategy. The split
ALE approach has three major steps. First, the governing equations are numerically solved in the
Lagrangian step. Second, an improved mesh is constructed, i.e. rezoning. Third, the results of
solving flow on the Lagrangian mesh are transformed to the improved mesh, i.e. remapping. Indeed,
the strengths and weaknesses of the split ALE approach stem from the Lagrangian step. This
provides vital information about the underlying flow, which can be used by the mesh movement
algorithms. This can be used to improve the accuracy and can help a lot with treating the moving
boundaries and material interfaces. However, the downside is that it may lead to ill robustness. It
is because a cell could invert or the time step could collapse in the Lagrangian step before it can
be fixed by the mesh movement algorithm during the advection step or rezone/remap steps. An
unsplit scheme can clearly avoid the latter defection. However, it can suffer badly if a boundary is
moving rapidly; therefore, special procedures are then required to handle this as it is the concern
of this paper. Moreover, the ALE rezoning and remapping steps are computationally expensive
and additional treatments in removing or limiting them can effectively enhance the efficiency
of a standard ALE approach. For example, Zhang et al. [8, 9] developed a dynamic hybrid grid
approach to improve their mesh with minimal local rezoning and remapping requirements. They
used the spring-analogy method to deform their triangular meshes. Alternatively, one may use the
Laplace method to deform the mesh [10]. In this method, the new x and y locations for each node
can be found via solving two Laplace equations in the x and y directions, respectively. The new
location is eventually determined using an average of the neighboring node locations. The main
disadvantage of the Laplace method is that the mesh may be folded near the concave boundaries,
and this consequently needs suitable treatment.

From the third perspective, two challenging issues in the ALE approach are the time accuracy
achievement and the satisfaction of the geometric conservation law (GCL) during the time advance-
ment. For example, Fourestey and Piperno [11] used the second-order backward time stencil in their
ALE approach. Using this stencil in addition to the construction of the characteristic paths in a grid
relative velocity field, they showed that their ALE formulation would result in the second-order
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time accuracy. Indeed, there are basic requirements in the finite-element (FE) and FV methods to
satisfy the GCL. To achieve the second-order time accurate solution, Koobus and Farhat [12] and
Geuzaine et al. [13] applied semi-discretized form of the unsteady conservation laws in the FE and
FV contexts. They showed that the satisfaction of the GCL is not a necessary condition to achieve
the desirable temporal accuracy in their time-integrator scheme. They indicated that the first-order
time accuracy may be inevitably reached if the time-averaging is not employed properly. They also
showed that the time-averaging would be effective in satisfying or dissatisfying the GCL. They
finally concluded that the time accuracy would not affect the GCL and vice versa.

Considering the above three important perspectives in developing an ALE approach, we would
like to elaborate the contributions of this study to each perspective separately. From the first
perspective and as a novel work, we collect the advantages of ALE, FV, and FE methods within a
unified algorithm to solve the unsteady incompressible flow in domains with moving mesh and/or
moving boundary more robustly. The essence of the idea returns to a basic pressure-based finite-
volume–element (FVE) method [14, 15], which is capable of solving fluid flow in domains without
moving boundary and/or mesh movements. There are several benefits behind incorporating this
FVE method with the ALE approach. First and contrary to past FV investigations, we do not use
mathematical-based statements to approximate the convection fluxes at the moving cell faces. We
alternatively apply a new upwinding strategy in the streamwise direction to treat these fluxes. The
taken strategy is known as a physical-influence or pressure-weighted upwinding scheme [14, 15].
In this study, the original pressure-weighted scheme is extended to treat the convection terms at
moving cell faces quite physically. Second, the incorporation of the FE method allows treating
very complex solution domains, with arbitrary boundary movements and mesh deformations, very
robustly. Furthermore, the use of FE shape functions simplifies the treatments of pressure and
diffusion terms at the moving cell faces. Third, to couple the pressure and velocity fields in our
collocated moving grids, we utilize the basic idea introduced by Rhie and Chow [16] and its
extension suggested by Darbandi and Bostandoost [17], and extend them to moving FVE-ALE
grids. From the second perspective, we benefit from the hybrid grid distributions and moving
mesh function nearby the wall boundary nodes to reduce the computational cost. Back to our
past experience in solving flow on stationary hybrid grids [18, 19], the use of hybrid grids in our
Laplace-based method avoids generating tangled elements close to the deformed boundaries even
taking very large boundary deformation stages. In other words, the use of hybrid grids reduces the
shortcomings of the Laplace method and results in higher performances in mesh movement and
lower costs in computations. From the third perspective and the GCL point of view, the use of
FV method allows satisfying the GCL in our non-stationary meshes, effectively. The satisfaction
is achieved in an explicit manner. From the accuracy point of view, the current unified FVE-
ALE strategy guarantees the second-order time accurate solutions. We will show that the current
extended algorithm is sufficiently robust and remarkably accurate without employing any type of
dissipation term and/or damping function.

2. MESH MOVEMENT STRATEGY

Back to the past experiences, there are two basic choices in selecting the element shape for 2D FE
analysis. They are quadrilateral and triangular shapes. Both of these shapes can simultaneously
appear in a hybrid mesh [18]. In the flow fields with moving boundary or deformable mesh, the use
of a hybrid mesh is very advantageous [8, 9]. First, it uses the flexibility of unstructured triangular
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Figure 1. The grid deformation close to the bottom indented wall in a channel.

elements in domains with highly distorted blocks, where mesh clustering is required. Second, it
benefits from the advantages of placing quadrilateral elements beside the solid boundaries, where
the boundary layer plays an important role on the flow field solution. Figure 1 shows part of a
channel, whose bottom wall is oscillating with time. The details of this test case are provided in
Section 6. The figure presents three mesh plots of I, II, and III in the channel at three different
time steps. Frame I shows the mesh before wall movement. Frames II and III show the mesh
before and after one specific time step during boundary movement. The bottom wall reaches to its
ultimate upper position during this time step. Frame IV magnifies the details of mesh movement
from frame II to III in the shown square. The dashed lines and solid lines in frame IV present
the mesh in frames II and III, respectively. As is seen, nodes a, b, and c are initially located on
the cell vertices of the grid in frame II. Nodes a′′, b′′, and c′′ are the same nodes after mesh
movement shown in frame III. Nodes (a, a′′) and (b, b′′) are, respectively, located on the lower
and upper limits of the block of quadrilateral elements, while nodes c and c′′ are located in the
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block of triangular elements. The mesh movement is performed in two stages. First, the nodes on
the quadrilateral elements are moved, while the triangular elements are stationary, see nodes a′,
b′, and c′. Second, the nodes on the triangular elements are moved suitably, while the quadrilateral
elements are stationary.

According to Figure 1, the coordinates of the new nodes, i.e. xnew and ynew, on the indented
wall are obtained from the moving functions of (xI+(1−�1xI)xw) and (yI+(1−�2yI)yw), where
the subscript I denotes the node location in mesh I, the subscript w denotes the coordinate of the
node at the wall, and �1 and �2 are two constants to control the amount of boundary movements
in the x and y directions, respectively. Using these moving functions, the quadrilateral elements
in the lower block are suitably moved to their new positions, albeit xw=0 in our indented wall
case. The upper boundary of the lower block is the lower boundary of the upper block, where
unstructured triangular elements are distributed. Next, we use the Laplace method and obtain the
new locations of nodes only in the upper block. We solve two sets of Laplace equations in the x
and y directions to obtain xnew and ynew of the moving nodes. Eventually, the location of each
node is obtained as an average of the locations of its neighboring nodes as follows:

xnew=
Nnei∑
nei=1

xnei

/
Nnei, ynew=

Nnei∑
nei=1

ynei

/
Nnei (1)

where Nnei is the number of neighboring nodes and xnei and ynei are their x and y positions. The
above relations are iteratively employed for all moving nodes at each time step.

The grid movement strategy is slightly different in external flow applications. We describe it
briefly for a transversely oscillating cylinder placed in a crossflow. The details of this test case
are provided in Section 6. We divide the solution domain into three blocks, see Figure 2. Block 1
includes nodes located on the cylinder face and nearby it. Block 2 involves nodes located on
the inlet, outlet, and free stream boundaries and nearby them. The rest of the mesh is block 3.
The elements in blocks 1 and 2 are hybrid, while those in block 3 are triangular. All the nodes
in block 1 move with the cylinder motion and have zero relative velocity with respect to the
cylinder. However, the nodes in block 2 do not move. Consequently, we need mesh movement for
the unstructured triangular block 3 and mesh adjustment via using the Laplace method, as was
described for a channel with indented wall case. The above procedure is repeated at the beginning
of each new time step.

3. DOMAIN DISCRETIZATION

To extend our FV-based FE formulation, we need describing the volumes and elements and their
relations. Figure 3 shows nine neighboring either quadrilateral or triangular elements in one part of
the solution domain in a specific time step. The solid lines define elements, the dashed lines define
their medians, and the solid circles represent the cell centers or element vertices. The quadrilateral
and triangular elements are, respectively, divided into four and three parts using their medians.
The proper assemblage of the sub-control volumes (SCVs) distributed around each solid circle
creates a cell or a control volume, see the shaded area in Figure 3. The created control volume
in Figure 3 consists of five SCVs numbered from SCV1 to SCV5. Using the Green theorem, the
volume integral over a cell can be reduced to an assemblage of surface integrals over the faces
of that cell. As is seen in this figure, the boundary of the chosen control volume consists of 10
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Figure 2. The solution domain over a transversely oscillating cylinder is divided into three mesh blocks
of which block 3 performs mesh deformation.

+

+

+

+
+

+
+

++

SS4

SS1 SS2
SS3

SS8

SS7

SS6 SS5

SS
9

SS10

SS

SCV1

SCV2

SCV3
SCV4

SCV5

ip1 ip2
+

+
+

++
+

+
+

+

A control volume

A boundary control volume
ipb1

ipb2

d d

Figure 3. The illustration of a complete cell and an incomplete boundary cell and the
constructed cell faces around them.

Copyright q 2009 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2010; 63:40–68
DOI: 10.1002/fld



46 A. NADERI, M. DARBANDI AND M. TAEIBI-RAHNI

sub-surfaces, i.e. SS1 to SS10. All the fluxes are approximated at the center of each sub-surface,
which is shown by a plus symbol and is called integration point ip. For the sake of simplicity, only
ip1 and ip2 are shown in this figure. The figure also shows the location of two integration points
located on the boundary cell faces, i.e. ipb1 and ipb2. As is seen, the boundary integration points
are located at the edges of boundary elements. In the following section, we use uppercase letters
such as P , U , V , and � to refer to the magnitudes at FE vertices or cell centers and lowercase
letters such as p, u, v, and � to denote the magnitudes at the cell faces or integration points.

4. THE GOVERNING EQUATIONS

The Lagrangian–Eulerian space is a reference space. If the velocities of the mesh nodes and the
fluid particles are the same, the Lagrangian–Eulerian space becomes a Lagrangian space and if the
velocities of the mesh nodes are zero, it becomes an Eulerian space. The time integral forms of
the 2D governing equations in the Lagrangian–Eulerian space, for an arbitrary moving cell with a
volume of V(t) and a cell-face area of S(t), are given by

d

dt

∫ ∫ ∫
V(t)

�dV+
∫ ∫

S(t)
�(V−V′) · dS=0 (2a)

d

dt

∫ ∫ ∫
V(t)

�VdV+
∫ ∫

S(t)
�V(V−V′) · dS=

∫ ∫
S(t)

�n̂dS (2b)

d

dt

∫ ∫ ∫
V(t)

��dV+
∫ ∫

S(t)
��(V−V′) · dS=

∫ ∫
S(t)

q· dS (2c)

where V=u î+vĵ is the flow velocity vector, V′ =u′ î+v′ĵ is the cell-face velocity vector, n̂=
(nx)î+(ny)ĵ is a unit vector normal to the cell face, and dS=(dSx)î+(dSy)ĵ is an outward
normal vector to the cell face with a total magnitude of dS=[(dSx)2+(dSy)2]1/2, dSx=�y, and
dSy=−�x . Additionally, � and � represent density and temperature variables. The surface forces
appear in the rhs of Equation (2b). The total stress tensor � includes the hydrostatic pressure p
and stress tensor terms �. It is given by

�i j =−p�i j +�i j (3)

The stress tensor � and the conductive heat flux vector q=qx î+qy ĵ for the incompressible
Newtonian fluid flow are derived from

�i j =�

(
�ui
�x j

+ �u j

�xi

)
, q=

(
−k

��

�x

)
î+

(
−k

��

�y

)
ĵ (4)

where � and k are the fluid viscosity and conductivity coefficients, respectively. To obtain the
non-dimensional form of the governing equations, we define

x∗ = x

D
, y∗ = y

D
, u∗ = u

V∞
, v∗ = v

V∞
, �∗ = �

�∞

p∗ = p− p∞
�∞V 2∞

, t∗ = t

D/V∞
, �∗ = �−�∞

�w−�∞

(5)
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where the subscript ∞ denotes the free stream or reference conditions. In our incompressible
formulations, �=�∞ =1. The subscript w denotes the magnitude at the wall. D presents a char-
acteristic length scale such as the channel height or the cylinder diameter. Introducing the non-
dimensional parameters into Equations (2) and dropping the symbol ∗, the non-dimensional form
of the governing equations is condensed to

d

dt

∫ ∫ ∫
V(t)

	dV+
∫ ∫

S(t)
(FdSx+GdSy)−

∫ ∫
S(t)

(F′ dSx+G′ dSy)

=
∫ ∫

S(t)
(RdSx+TdSy) (6)

This equation represents the continuity, momentums, and energy conservation laws. In the above
equation, 	=[�, f,g,�]T, where f =�u and g=�v are the momentum components in the x and
y directions, respectively. The convection flux vectors F, G, F′, and G′ and the diffusion flux
vectors R and T are given by

F=[ f,u f + p,ug,u�]T, G=[g,v f,vg+ p,v�]T (7a)

F′ =[ f ′,u′ f,u′g,u′�]T, G′ =[g′,v′ f,v′g,v′�]T (7b)

R=[0,�11,�21,qx ]T, T=[0,�12,�22,qy]T (7c)

where f ′ =�u′ and g′ =�v′. The non-dimensional stress tensor and the conduction heat flux
components are calculated from [20]

�11 = 2

Re

� f

�x
, �22= 2

Re

�g
�y

, �12=�21= 1

Re

(
� f

�y
+ �g

�x

)

qx = − 1

RePr

��

�x
, qy =− 1

RePr

��

�y

(8)

where Re=�V∞D/� and Pr denote the Reynolds and Prandtl numbers, respectively.

5. COMPUTATIONAL MODELING

The integration of Equation (6) over the cell shown in Figure 3 can be approximated by

d

dt

{∑
m

[	]mV
}

+∑
m

[F(�Sx )+G(�Sy)]m

−∑
m

[F′(�Sx )+G′(�Sy)]m =∑
m

[R(�Sx )+T(�Sy)]m (9)

where V is the cell volume and m counts the 10 sub-surfaces from SS1 to SS10 located on the
cell face. The treatment of terms in the brackets appearing in Equation (9) is described one by
one now. We start from the unsteady term. Writing Taylor-series expansions for Vn−1 and Vn

expanding about time n+1 and attempting to solve for (�V/�t)n+1 from the resulting equations
in such a way as to obtain a truncation error of O(�t)2, one can reach the second-order time
accurate discretization for this term. Considering the volume of the cell as a function of time,
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the discretizations of this term using either the first-order or the second-order approximations
eventually yield [21]

First order : d(	V)

dt
= (	V)n+1−(	V)n

�t
(10a)

Second order : d(	V)

dt
= 3(	V)n+1−4(	V)n+(	V)n−1

2�t
(10b)

where �t is the time step and n counts the time advancement. The details of the second-order
derivations can be found in Reference [21].

The diffusion terms in the rhs of Equation (9) can be approximated using the gradients of FE
shape functions. For example, the diffusion terms in the x-momentum equation at the sub-surface
m are discretized to

[R(�Sx )+T(�Sy)]m = 1

Re

[(
2
� f

�x

)
�Sx +

(
� f

�y
+ �g

�x

)
�Sy

]
m

= 1

Re

3 or 4∑
j=1

(
2
�N j

�x
�Sx + �N j

�y
�Sy

)
m
Fj

+ 1

Re

3 or 4∑
j=1

(
�N j

�x
�Sy

)
m
G j (11)

where N is the FE shape function and j counts the number of nodes in the element, where the
chosen integration point is located. Depending on the shape of an element, the number of nodes
is 3 or 4. As is seen in Equation (11), F=�U is a dependent variable in our algorithm. In fact,
we have chosen P , F=�U , G=�V , and � as the major dependent variables in our algorithm,
as were chosen by References [14, 15, 22]. The diffusion terms in the y-momentum equation are
also treated similar to the treatment given in Equation (11).

The second and third summations in the lhs of Equation (9) present the convection terms, which
are the most sensible terms in view of their physics in the fluid dynamics, and especially in the
flow fields with a high deformable mesh. The third summation presents mesh node velocities. The
approximation of this term is fulfilled via implementing the GCL, i.e. via the surface and volume
conservation laws. The surface conservation law states that the FVs must remain closed during the
mesh movement. The volume conservation law is more important than the surface conservation
law and it needs to be satisfied either explicitly or implicitly during a mesh movement. Essentially,
the volume conservation law states that the mesh node movement must not affect the conservation
laws if the domain boundaries do not move. The flow governing equations are used to obtain the
volume conservation laws in solving the flow field with fixed boundaries. First, we consider a fluid
flow having a constant density and a zero velocity. The mass conservation law yields

∑
m

[u′(�Sx )+v′(�Sy)]m = dV

dt
(12)
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The time variation of the volume can be approximated using either the first-order or the second-
order accurate finite differences. The use of the first-order scheme yields

dV

dt
∼= Vn+1−Vn

�t
= �Vn+1

�t
(13)

while the use of the second-order scheme results in [21]
dV

dt
∼= (3/2)Vn+1−2Vn+(1/2)Vn−1

�t
(14)

Contrary to the first-order scheme, the second-order scheme needs an additional procedure as
follows:

dV

dt
∼= (3/2)(Vn+1−Vn)−2(Vn−Vn)+(1/2)(Vn−1−Vn)

�t

= (3/2)(�Vn+1)−(1/2)(�Vn)

�t
(15)

where �Vn+1=Vn+1−Vn and �Vn =Vn−Vn−1. If the surface movement causes a cell
enlargement, the magnitude of dV/dt will be positive and vice versa. Considering 2D formula-
tions, a volume is an area per unit depth. In practice, the change of the cell area is equal to the
summation of sub-areas swept by the cell faces during their movements. Considering this point,
Equation (15) can be generalized to

dV

dt
=∑

m

�Vm
�t

=∑
m

(3/2)(�Vn+1
m )−(1/2)(�Vn

m)

�t
(16)

The cell volume changes �Vn+1
m and �Vn

m for an SCV located in a triangle element are shown
in Figure 4. The subscript m denotes SS1 and SS2 in this SCV. In this figure, nodes 1 and 2 are
fixed, while node 3 is moving. If the positions of node 3 are known at three n−1, n, and n+1
time steps, the volume changes, i.e. �Vn+1

m and �Vn
m , can be readily calculated considering the

areas swept by the SS1 and SS2 faces on the constructed control volume around node 1. In reality,
they are known.

This strategy can be followed for all SS’s around node 1. Using this knowledge, we can
approximate the lhs of Equation (12) as follows:

[u′(�Sx )+v′(�Sy)]m = dVm

dt
=�m (17)

Therefore, the third summation on the lhs of Equation (9) can be expressed as f̄ip�ip, ḡip�ip,
and �̄ip�ip in the x-momentum, y-momentum, and energy equations, respectively. Back to Figures
3 and 4, m’s are the same as ip’s. The bar over f , g, and � indicates that these variables are
approximated from either the preceding iteration or time step.

As is understood from Equations (7) and (9), the convection terms are non-linear with respect
to our chosen dependent variables (F , G, P , and �) and they must be linearized properly. We
may use a simple way to linearize them to

F=[ f̂ , ¯̂u f + p, ¯̂ug, ¯̂u�], G=[ĝ, ¯̂v f, ¯̂vg+ p, ¯̂v�] (18)
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Figure 4. The areas swept by SS1 and SS2 cell faces.

The hats over the above variables indicate that there are two types of convecting and convected
variables in the formulation [14, 15, 17]. These variables are explained shortly. Mathematically,
all the elements in Equation (18) can be approximated at the integration points. However, we
must be very careful in choosing the type of approximation. Basically, the terms appearing in the
non-linear convection terms must be treated physically rather than mathematically. If we write
the convection terms in the direction of the streamlines, two streamwise upwinding statements
can be obtained. They approximate f and g at the integration points. For instance, the unsteady
x-momentum equation can be expressed in the streamwise direction as

Vtot
� f

�s
+ �p

�x
=−� f̄

�t
+

(
��11
�x

+ ��12
�y

+�

)
(19)

where Vtot=
√
ū2+ v̄2 and �=u′� f/�x+v′� f/�y. The terms in the parentheses are assumed to

be known. In other words, they are calculated using the magnitudes of the variables from the
preceding time step or iteration. The unsteady term can be discretized using either the first-order
or the second-order approaches as follows [21]:

� f̄

�t
∼= f̄ n+1− f̄ n

�t
(20a)

� f̄

�t
∼= 3 f̄ n+1−4 f̄ n+ f̄ n−1

2�t
(20b)

in which f̄ n+1 is approximated from the previous iteration and the other parts are properly obtained
from the past time steps.
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Figure 5. Triangular and quadrilateral element nomenclatures and the streamwise velocity
upwinding strategy within them.

The convection term in Equation (19) is discretized using an upwind strategy in the streamline
direction. In other words, � f/�s is discretized using an upwind strategy. It yields[

Vtot
� f

�s

]
ip

=
[
Vtot

� f

�s

]
m

∼=(Vtot)m
fm−( fup)m

(Lup)m
(21)

Referring to Figure 5, the subscript ‘up’ indicates the upwind point, where the streamline passing
through ip1 crosses the edge of the same element, which includes ip1. In this figure, the upwind
lengths Lup are shown for the integration point 1 (ip1) in both triangular and quadrilateral elements.
We can further use FE shape functions to calculate fup as follows:

fup=
3 or 4∑
j=1

(N j )upFj (22)

The pressure gradient term in Equation (19) is treated using the gradients of the FE shape
functions. For example, this consideration for �p/�x term yields(

�p
�x

)
m

=
3 or 4∑
j=1

(
�N j

�x

)
m
Pj (23)

Eventually, considering a mass-lumped approach and using the shape functions and their gradients,
the diffusion terms and node velocity source terms are approximated by(

��11
�x

+ ��12
�y

+�

)
= 1

V

∑
m

(�̄11�Sx + �̄12�Sy+ f̄ �)m (24)

where the bar over variables indicates that they are explicitly approximated at the mid-cell faces
using the known magnitude of variables from the preceding steps or iterations.
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At this stage, the modeling of all terms in Equation (19) is complete. The substitutions of
Equations (20)–(24) in Equation (19) and its rearrangement yield a new statement for f at the
mth integration point. The statement can be condensed to

fm =
3 or 4∑
j=1

[
 f f
m j Fj +
 f p

mj Pj ]+� f
m (25)

where 
 f f
m j and 
 f p

mj are two matrices having 4×4 sizes in the case of the quadrilateral elements
and 3×3 sizes in the case of the triangular elements. In fact, Equation (25) shows the direct
impacts of F and P fields in approximating fm or fip. In other words, it shows the influence of
pressure and momentum component values at the element vertices on the value of f at the cell
face. The � f

m vector involves all the terms with known magnitudes and has a 4×1 size for the
quadrilateral elements and a 3×1 size for the triangular elements. The superscripts over 
 from left
to right denote to which equation and which coefficient of that equation it is multiplied. Similar
to Equation (25), an expression can be derived for g at an arbitrary integration point starting from
the y-momentum equation. It eventually yields

gm =
3 or 4∑
j=1

(
ggmjG j +
gpmj Pj )+�gm (26)

The derived convection fluxes, fm and gm , in Equations (25) and (26) show that the magnitudes
at an arbitrary integration point are related to the magnitudes at its neighboring nodes and they can
be readily substituted in the convection terms of the momentum equations. By these substitutions,
the discretized equations are totally expressed in terms of the variables defined at the nodal points
or at the element vertices.

As the last stage, it remains to remove the pressure-checkerboard problem, which may arise in
our collocated-grid FVE method. In order to avoid the pressure-checkerboard problem, we employ
a combination of Rhie and Chow [16] interpolation and the concept of physical upwinding scheme
[17]. This strategy needs two new momentum integration point expressions to be created. They
should be different from those presented in Equations (25) and (26). Therefore, we use hats over
them, i.e. f̂ and ĝ, to distinguish them from the previous ones. These new momentum components
will be expressed in terms of nodal values and they are substituted only in the continuity equation,
see Equation (18). We apply the idea in References [15, 18, 19] and extend it properly to our
moving mesh FVE-ALE approach. In order to derive f̂ , the x-momentum equation is rewritten as

Vtot
� f̂

�s
+ �p

�x
− f

(
� f

�x
+ �g

�y

)
=−� f

�t
+

(
��11
�x

+ ��12
�y

+�

)
(27)

With the exception of the terms within the parentheses on the lhs, the remaining terms are discretized
similar to those in Equation (19). The terms inside the lhs parentheses are discretized using the
gradients of FE shape functions; see Equation (23). After suitable discretizations of all the terms,
they are substituted in Equation (27). We finally obtain

f̂m =
3 or 4∑
j=1

(
 f̂ f
m j Fj +
 f̂ g

m j G j +
 f̂ p
m j Pj )+� f̂

m (28)
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Once more, this equation includes the direct impacts of F , G, and P fields in calculating f̂m or
f̂ip. Similarly, we derive an equation for ĝ starting from the y-momentum equation. It eventually
yields

ĝm =
3 or 4∑
j=1

(
ĝ f
m j Fj +
ĝgmjG j +
ĝ pmj Pj )+�ĝm (29)

The size of matrices and the definition of superscripts in Equations (28) and (29) are the same
as those described in Equations (25) and (26). It should be noted that ( f and g) and ( f̂ and ĝ)
are collocated. By substituting the momentum components given in Equations (28) and (29) in
the continuity equation, the pressure-checkerboard problem is fully suppressed [14, 15, 17]. The
substitutions will cause direct presence of pressure in the mass conservation equation and this
removes the need for additional auxiliary equations, e.g. the Poisson pressure equation, to couple
the pressure and velocity in our collocated-grid approach.

As is shown in Figure 3, we utilize two boundary integration points of ipb1 and ipb2 located
at the boundary elements to close the FVs located on the boundaries. At these integration points,
the magnitudes of flow field variables are either known or unknown. For example, the velocities
are known at the inlet, the pressure is known at the outlet, and the velocities are unknown at the
outlet and need to be calculated. On the walls, the velocities of flow particles are equal to the
velocity of boundaries; therefore, the velocities of integration points located on the boundaries are
known. If the magnitude of a variable at one boundary is not known, the conservative forms of the
governing equations are closed at those boundary faces. Darbandi and Vakilipour [23] have shown
that the current method would be very robust, even specifying the outlet boundary condition at an
improper section far from the chosen outflow and very close to the inflow section.

At this stage, the modelings of the unsteady, diffusion, and convection terms in Equation (9) are
completed. The substitutions of these terms in Equation (9) result in four conservative equations
for each control volume. Alternatively, the assemblages of all the element stiffness matrices into
the global stiffness matrix produce a linear system of algebraic equations. The set of equations for
the continuity and two momentum equations can be cast into

cp fi j Fj +cpgi j G j +cppi j Pj = d p
i

c f f
i j Fj +c f g

i j G j +c f p
i j Pj = d f

i

cg fi j Fj +cggi j G j +cgpi j Pj = dgi

(30)

where i and j count the global node numbers and c identifies the elements of the global stiffness
matrix. The first superscript of c represents the type of equation, i.e. p for the continuity, f for
the x-momentum, and g for the y-momentum. The second superscript represents the name of
unknown, which is multiplied by c.

In incompressible flow calculations, the energy equation is decoupled from the mass and
momentum equations. Therefore, after calculating the velocity and pressure fields, the temperature
field can be solved separately. Up to here, the modelings of various terms in the energy equa-
tion have been described indirectly via treating the continuity and momentum equations. After
the substitutions of the equivalent models in Equation (9) and the assemblage of all the element
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stiffness matrices in the global matrix, a linear system of algebraic equations is generated for the
temperature field as follows:

c��
i j � j =d�

i (31)

The sets of linear algebraic equations presented in Equations (30) and (31) are highly sparse and
need to be solved using suitable sparse matrix solvers. To solve the resulting system of algebraic
equations more robustly, we employ preconditioners. Darbandi et al. [24, 25] have tried different
sparse solver systems. They found that the best iterative solver would be GMRES and the best
precondition would be ILU. We have used these methods to solve our linear systems of equations
more efficiently.

6. RESULTS AND DISCUSSION

Before examining the results of our FVE-ALE formulations, we would like to evaluate the accuracy
of our extended physical-influence scheme (PIS) utilized to approximate the convection fluxes
at the cell faces, see Equations (25)–(26) and (28)–(29). As is known, the use of the first-order
upwinding generates excessive numerical diffusion, specially in cases where the flow is not aligned
with the grid lines. Since the extended physical-influence upwind scheme is a contribution of this
study, there might be a question whether this scheme creates crosswind diffusion. In the literature,
the crosswind diffusion of the schemes such as upwind, central, etc. is examined via treating
the classical convection–diffusion test. However, since our PIS expression involves the pressure
gradients, the treatment of the classical convection–diffusion test cannot reveal its capabilities.
Therefore, we examine our PIS via solving a fluid flow problem, where the grid lines are generally
not aligned with the flow. The test case is the fluid flow through a channel with an aspect ratio
of 20×1 and a Reynolds number of 10 000. In this Reynolds number, the convection terms are
dominant. The inlet boundary condition is a fully developed velocity profile and its mean value is
unity. A uniform pressure is fixed at the outlet. Four different uniform grid resolutions of 40×4,
80×8, 160×16, and 320×32 are considered for the channel. Figure 6 schematically demonstrates
a part of 40×4 mesh resolution close to the inlet. The figure also compares velocity profiles at
the inlet (solid lines) with those at the outlet (dashed lines). It is seen that the velocity profiles
at the inlet and the outlet are almost the same at all mesh resolutions, even the coarse ones. No
crosswind diffusion is observed here. Indeed, the current authors had previously shown that the
PIS provides very accurate solutions on non-deformable meshes, even employing very coarse grid
distributions, see References [14, 15, 18, 19].

We first test the flow around a fixed circular cylinder placed in a free stream flow to verify the
accuracy of the present method in solving the unsteady flows with a zero mesh velocity. There are
many numerical and experimental studies in the literature, which solve this test case in detail. These
references generally study and report the generated vortex shedding and its resulting frequency,
the lift and drag coefficients, base-pressure coefficient, separation points, heat transfer rate, and so
on. The cylinder has a unit diameter and the spatial sizes are non-dimensionalized with respect to
it. Specifying a unit diameter for the cylinder, the distance between the top and bottom boundaries
is 100 units, and the distances from the center of the cylinder to the inflow and outflow sections
are 50 and 100 units, respectively. These distances are chosen following the experiences of [26].
Our experience also showed that a computational domain with a larger size would slightly improve
our lift and drag coefficients and Strouhal and Nusselt numbers. The top and bottom boundaries
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Figure 6. Demonstration of the grid distribution nearby the inlet of a channel and comparison of the
velocity profiles at its inlet and outlet sections, Re=10000.

are treated as free stream. The longitudinal velocities at the inlet and free stream boundaries are
all unity. The transversal velocity is zero at the inlet. The non-dimensional temperature is zero
at the inlet and top and bottom boundaries. The temperature is unity at the cylinder face. A unit
pressure is fixed at the outflow. As the initial conditions, the velocity, pressure, and temperature
are chosen to be unity. The chosen Reynolds numbers are 100, 150, and 200.

We use a hybrid mesh to discretize the computational domain around the cylinder. As was
described in Sections 2 and 3, it involves structured quadrilateral elements close to the cylinder
and unstructured elements with either triangular or quadrilateral shapes in the rest of the domain.
Figure 7 shows two pictures of the mesh nearby and far from the cylinder. We distribute three
different mesh distributions in the domain. They include 1818, 3823, and 7688 nodes. They are
called coarse, moderate, and fine meshes, respectively. There are 40, 80, and 160 nodes around the
cylinder and the distances of the closest node from the wall are 0.02, 0.01, and 0.005, respectively.
These distances are less than the viscous length scale at the front stagnation point in all Reynolds
numbers [27].

Table I reports the impacts of mesh and time step sizes in the solutions when Re=200. The table
presents the lift and drag coefficients as well as the Strouhal and Nusselt numbers. The Strouhal
number and the Nusselt number represent the non-dimensional frequency f0 of the vortex shedding
and the non-dimensional heat rate q from the cylinder. They are defined as St=( f0D)/V∞ and
Nu=(qD)/[k(�w−�∞)]. In this table, the bar over a parameter denotes its mean-time value and
the prime denotes its root-mean-squared or rms value. Three time steps are examined and both
the first-order and the second-order time accuracies are investigated. Time refinement study is
carried out using time steps of 0.1, 0.05, and 0.01, which result in Courant numbers (V∞�t/�x)
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Figure 7. Two views of the mesh distribution around and nearby the cylinder, test 1.

Table I. Time step and mesh refinement studies for a fixed cylinder in a free stream with Re=200, test 1.

Time accuracy→ First order Second order

No. of nodes↓ �t ↓ C ′
l C ′

d Cd St Nu C ′
l C ′

d Cd St Nu

1818 0.10 0.411 0.024 1.202 0.149 7.25 0.546 0.037 1.325 0.166 7.38
0.05 0.482 0.031 1.256 0.158 7.32 0.548 0.037 1.324 0.168 7.38
0.01 0.523 0.035 1.299 0.162 7.36 0.548 0.037 1.322 0.169 7.38

3823 0.10 0.330 0.017 1.201 0.175 7.18 0.482 0.032 1.325 0.192 7.34
0.05 0.401 0.024 1.255 0.182 7.25 0.484 0.032 1.324 0.192 7.34
0.01 0.448 0.028 1.293 0.188 7.30 0.483 0.032 1.321 0.192 7.34

7688 0.10 0.333 0.017 1.207 0.175 7.20 0.493 0.033 1.337 0.192 7.37
0.05 0.406 0.024 1.263 0.183 7.28 0.494 0.033 1.334 0.192 7.37
0.01 0.457 0.029 1.304 0.189 7.33 0.494 0.033 1.331 0.192 7.37

ranging from 20 to 2.5. As is seen in this table, the magnitudes of the first-order scheme are more
scattered than those of the second-order scheme. All the magnitudes in the second-order scheme,
and specially using the fine and moderate mesh resolutions, are nearly the same despite using
different time steps. In the case of using the second-order scheme, the values of some parameters
in the case of coarse mesh are slightly far from those of the moderate and fine ones. A decrease
in the time step of the first-order scheme leads to results close to the results of the second-order
scheme at all mesh resolutions, even the coarse one.

The time variations of the lift and drag coefficients are shown in Figure 8 using a fine mesh and
the first-order time accurate scheme at Re=200. Time is non-dimensionalized using T ∗ = tV∞/D.
At T ∗>70, the lift and drag diagrams remain harmonic. Decreasing the time step from 0.1 to 0.05
at T ∗ =200, the oscillations of the lift and drag coefficients change abruptly. In addition, a similar
behavior is observed when the time step decreases from 0.05 to 0.01 at T ∗ =400. Figure 9 plots
the vorticity contours at Re=200. As is observed, two lines of vorticities are generated behind
the cylinder and they are shed into the flow field and exit from the outlet. The dashed lines denote
negative magnitudes and the solid lines have positive magnitudes. The Strouhal number at this
Reynolds number is 0.192.
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Figure 8. Time variation of the lift and drag coefficients at Re=200, test 1.

Figure 9. The vortex shedding captured behind the cylinder at Re=200, test 1.

Table II compares the drag, lift, and base-pressure coefficients as well as the Strouhal number
with those of other investigators. Williamson and Roshko [32] and Norberg [33] provide the
experimental data. Norberg [31] collected the 2D simulation data for Re�200 and suggested
that C ′

l =
√

�/30+�2/90, where �=(Re−Rec)/Rec and Rec=47. Posdziech and Grundmann [26],
Henderson [28], Lang [29], and De Sampaio et al. [30] present the numerical solutions. Among
the numerical solutions, the results of Posdziech and Grundmann [26] are more update. They used
a spectral FE method and investigated the impact of computational domain sizes on the solution.
Their computational time step has been 0.005, which is very small compared with ours, which are
0.1, 0.05, and 0.01. We have presented the results of the finest mesh and the smallest time step in
Table II. The results of Williamson, Norberg, Henderson, and Lang are taken from Posdziech and
Grundmann [26]. As is seen, our results are the same or very close to the results of Reference [26]
although our time step is chosen to be 10 times larger than that of the reference.

The averaged Nusselt Nu can be calculated using Kramer’s rule and curve fitting [34]. It yields
Nu=0.42Pr1/5+0.57Pr1/3 Re1/2 (32)

Our average Nusselt number is about 7.55 at Pr=0.7. However, Eckert and Drake [35] suggest
Nu=(0.43+0.5Re1/2)Pr0.38 (33)

which results in Nu=6.58. The numerical methods of Karniadakis [36] and Bouhairie and Chu [37]
predict 8.30 and 6.55, respectively. Our averaged Nusselt is 7.37, which is in the mid-range of
past predictions.
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Table II. The evaluation of the current solution in comparison with other numerical solutions
and experimental data, test 1.

Re→ 100 150 200

Cd Henderson [28] 1.350 1.333 1.341
Lang [29] 1.338 — 1.324
De Sampaio et al. [30] — — 1.382
Posdziech and Grundmann [26] 1.313 1.300 1.310
Present study 1.305 1.300 1.331

C ′
l

Norberg [31] 0.228 0.355 0.476
De Sampaio et al. [30] — — 0.499
Present study 0.228 0.357 0.494

−Cpb Williamson and Roshko [32] 0.709 0.854 0.834
Norberg [33] 0.723 0.873 0.878
Posdziech and Grundmann [26] 0.690 0.827 0.945
Present study 0.680 0.827 0.945

St Williamson and Roshko [32] 0.1640 0.1839 0.184
Norberg [33] 0.1640 0.1831 —
De Sampaio et al. [30] — — 0.195
Posdziech and Grundmann [26] 0.1633 0.1825 0.194
Present study 0.1587 0.1828 0.192

The second test case is a circular cylinder placed in a free stream and is transversely oscillated
using a cosine movement of yc= Acos(2
 fe). The amplitude of oscillation is one-fifth of the
cylinder diameter (A=0.2D) and its excitation frequency fe is changed from 0.8 to 1.2 times
the natural shedding frequency f0, i.e. 0.8� fe/ f0�1.2. The moving mesh algorithm was fully
described in Section 2. The sizes of domain and cylinder, the domain boundary conditions, and
the initial conditions are the same as those in test 1; however, the Reynolds number is 185. We
choose the finest mesh in test 1 to study test 2. The natural shedding frequency was found to be
0.190 at this Reynolds number after careful time step and grid resolution studies. This test has also
been studied by Guilmineau and Queutey [6] using an accurate boundary-transformation method
and by Yang and Balaras [38] using an embedded-boundary formulation. Their finest meshes have
been 240×200 and 800×640, i.e. 48 000 and 512 000 nodes, respectively. However, we used only
7688 nodes in the domain benefiting from an unstructured hybrid mesh distribution and relying on
the capabilities of our PIS scheme. In other words, our finest mesh has been about 6 and 66 times
coarser than those of the finest meshes in the former and latter references, respectively. The nearest
nodes to the wall boundary have been 0.001D in the former reference and 0.005D in the latter
reference. We chose the latter magnitude in our study as well. Furthermore, the non-dimensional
time step of the former reference is 0.002, which is very small compared with 0.05 and 0.025
taken in our simulations. In other words, our smallest time step is 12.5 times greater than that in
the former reference.

Figure 10 shows time variations of the lift and drag coefficients using the second-order scheme
and a time step of 0.05 and fe/ f0=0.8 and 1.2. As is observed, the lift and drag behaviors at
fe/ f0=0.8 completely differ from those obtained at fe/ f0=1.2. This difference is due to different
vortex structures at the wake region of the cylinder [6]. At this stage, we need to further evaluate
the performance of our method by examining other sensitive parameters rather than the lift and
drag coefficients. Figure 11 shows the skin friction and pressure coefficient distributions on the
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Figure 10. Lift and drag variations with time for a transversely oscillating cylinder,
imposed by fe/ f0=0.8 and 1.2, test 2.

face of the cylinder right at its extreme upper position. The angle 
 is measured clockwise with
respect to the x-axis starting from the cylinder stagnation point. The figure compares the results
of the first-order scheme with those of the second-order scheme using a time step of 0.05. The
two coefficients are depicted for four frequencies of fe/ f0=0.8, 1.0, 1.1, and 1.2. The results of
the second-order scheme are closer to the results of Guilmineau and Queutey [6] than to those
of Yang and Balaras [38]. As is seen, the second-order scheme predicts better solutions at the
stagnation, separation, and peak points. Considering a coarse mesh resolution, the predictions of
the first-order scheme are reasonable except for the case of fe/ f0=1.0.

Figure 12 shows the rms of the lift and drag coefficients and the time-averaged drag coefficient
at four chosen frequencies studied in Figure 11. The results of the first-order scheme are compared
with those of the second-order scheme at two time steps of 0.05 and 0.025. The magnitudes of
the calculated coefficients are almost the same using the second-order scheme. The results of the
first-order scheme approach the results of the second-order scheme as the time step decreases. The
figure shows that the results of the second-order scheme are closer to those of Guilmineau and
Queutey [6] than to those of Yang and Balaras [38].

The indentation wall problem is modeled as the third test case to show the accuracy and
performance of our extended FVE-ALE in solving complex moving boundary problems. Figure 13
schematically shows the geometry of this test case. The motion of the indented wall, which is
placed between x2 and x6 sections, is the same as those reported by Pedley and Stephanoff [39]
and Demirdzic and Peric [3]. The height of the indented wall varies by time as follows:

yw= y(x, t)=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 for x<x2 and x>x6

0.5h{1+ tanh[4.14(x−x2−xa)]} for x2<x<x3

h for x3<x<x4

0.5h{1− tanh[4.14(x−x4−xa)]} for x4<x<x6

(34)
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Figure 11. The present skin friction and pressure coefficient distributions around the
transversely oscillating cylinder and comparing them with those of Guilmineau and Queutey

[6] and Yang and Balaras [38], test 2.

where h=0.5�[1−cos(2
T ∗)] and xa =0.5(x3−x2)=0.5(x6−x4). The amplitude parameter �
indicates the maximum movement of the indented wall. The indentation period T is unity and time
is non-dimensionalized using T ∗ = t/T . The inlet profile is parabolic and the mean value of the
inlet velocity V0 is unity. As the initial conditions, the longitudinal velocity and the pressure are
considered unity, while the transversal velocity is zero. The height of the channel is H =1. The
sizes of the computational domain are non-dimensionalized with respect to the channel height.
The longitudinal positions are x1=0.0, x2=3.35, x3=5.85, x4=13.85, x5=15.1, x6=16.35,
and x7=27.85. The important parameters to specify this flow field are the Reynolds number,
the Strouhal number, and the amplitude parameter. The Strouhal number St denotes the non-
dimensional frequency of the indented wall. In this study, we consider Re=507, St=0.037, and
�=0.38.

Pedley and Stephanoff [39] described this test case and studied it both experimentally and theo-
retically. They found that the downstream flow field in the channel is quasi-steady for St<0.005.
However, a train of waves propagates downstream of the channel for St>0.005 and closed
eddies form in the separated flow field on the walls under their crests and above their troughs.
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Figure 12. The rms and time-average of the lift and drag coefficients versus the frequency, compared with
the results of Guilmineau and Queutey [6] and Yang and Balaras [38], test 2.
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Figure 13. The geometry of a channel with an indented wall, test 3.

In addition, they found that the longitudinal positions of the vortex cores vary slightly with the
Reynolds number. Ralph and Pedley [5, 40] simulated this problem via solving the stream function
and vorticity equations with and without viscosity consideration. In order to resolve the moving
boundary difficulties, they applied a time-dependent transformation. Using this transformation,
they fixed their non-rectangular computational domain and applied an Eulerian approach to solve
the flow field. They used two time steps of 1

3200 and 1
6000 . Furthermore, Demirdzic and Peric [3]

simulated this problem using the FV-ALE approach. They applied an implicit scheme and used
two time steps of 1

50 and 1
200 . They distributed 8840 nodes in their fine mesh. They further retained

the orthogonality of their grids at the highest position. We perform our study for three hybrid
mesh distributions having 4586, 8349, and 15 565 nodes in the domain. They are called coarse,
moderate, and fine, respectively. Figure 1 shows a part of the coarse mesh distribution in the most
sensitive part of the flow field at T ∗ =0.0, 0.3, and 0.4. This part is located around x5 position,
see Figure 13. As is observed, the quality of the mesh is quite suitable and there is no imperfect
deformation in these three stages. The chosen time steps are 1

20 ,
1
50 ,

1
100 , and

1
200 . These four time

steps are also called large, moderate, small, and fine time steps, respectively.
Figure 14 shows the propagation of the waves and the generation of the eddies along the channel

and in downstream of the indented wall. These eddies are depicted at T ∗ =0.4, 0.5, 0.6, and
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Figure 14. The eddy generation, propagation, and breakdown at different time levels, test 3.

0.7 using the instantaneous streamlines. The figure shows the trifurcation of the eddy B and the
bifurcation of the eddy C at the chosen times. The details of eddy generation and propagation
between the wave crest/trough and the walls are described in Ralph and Pedley [5, 40] and are
not repeated here.

The best way to quantify the current results is to evaluate the positions of B, C , and D eddies,
which are the most sensitive ones in the domain, see Figure 14. Figure 15 presents the details of
comparison using the second-order time scheme. The two plots in this figure study the results of
time step and grid resolution variations. Figure 15(a) presents the results of the moderate mesh
at four large, moderate, small, and fine time steps. As is seen, decreasing the time step results in
minor changes in the solutions. The results of using smaller time steps are always closer to the
experimental data of Pedley and Stephanoff. The figure also presents the results of Demirdzic and
Peric [3], who obtained their results using a time step of 1

200 and a mesh resolution of 8840. They
reported their eddy positions within some ranges. We have illustrated the mean values of their
ranges in Figure 15. Using moderate time step and moderate mesh resolution, the current results
provide better agreement with the experimental data than the numerical results of Demirdzic and
Peric. Our method predicts the positions of the eddies B and C even better than those of Ralph
and Pedley. However, they predict a better position for the eddy D. As is discussed in References
[7, 40], the discrepancies can be originated from incipient 3D effects disturbing the experiment.
These incipient 3D effects are more serious for the eddy D because of having weaker strength than
the two other eddies. Ralph and Pedley used 30 000 nodes in the domain and they selected time
steps smaller than 1

3200 . The figure also presents the results of Zhao and Forhad [7]. They used a
grid with 51 217 nodes and 300 sub-iterations to derive their results. Generally, their accuracies
are low compared with other demonstrated results. Figure 15(b) presents the results of using the
small time step with three coarse, moderate, and fine meshes. As is seen, the mesh refinement
has little influence on the solution. As is seen, the results of a finer mesh are always closer to the
experimental data.

Figure 15 indicates that the current fine grid and fine time step solutions have converged to their
limiting values. Additionally, compared with the experimental data, they are sufficiently accurate. If
we assume that the fine grid and fine time step solutions are sufficiently accurate, we can compare
the results of other coarser mesh resolutions and other larger time steps with these solutions and
evaluate their relative accuracies. In this regard, Table III presents the relative accuracy of the
first-order time accurate scheme and compares them with those of using the second-order scheme.
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Figure 15. The positions of three eddies at different time steps (a) and various mesh node distributions
(b) and comparison with the numerical results of Demirdzic and Peric [3], Zhao and Forhad [7], Ralph

and Pedley [5, 40], and experimental data of Pedley and Stephanoff [39], test 3.

The relative accuracy is defined as the differences in the positions of B, C , and D eddies in each
case with those predicted by the fine mesh and the fine time step. In other words, they are L1-norm
of the predicted positions of eddies relative to those of the fine mesh in the case of using the
second-order time accurate scheme. The table presents the magnitudes in percentages considering
a tolerance of 0.1%. The table indicates that the relative accuracies of the first-order scheme are
more scattered than those of the second-order scheme. The relative accuracies of the second-order
scheme at smaller time steps are nearly negligible. For example, the relative accuracies of the
eddies C and D at T ∗ =0.6 and 0.7 are small and nearly the same. As is seen in this table, the
first-order scheme may not always converge to meaningful magnitudes for B, C , and D eddies.
On the other hand, the relative accuracies in the second-order scheme decrease as the time step
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Table III. The comparison of the first-order and the second-order L1-norms
in predicting three eddy positions behind the indented wall, test 3.

Time accuracy → First order Second order

Eddy Eddy

T ∗ ↓ �t ↓ B C D B C D

0.6 1
50 1.6 0.2 2.1 1.3 2.6 1.5
1

100 0.9 0.2 1.1 0.3 0.5 0.4
1

200 0.2 0.0 0.5 0.0 0.0 0.0

0.7 1
50 3.8 2.9 0.8 1.7 2.2 2.8
1

100 2.4 2.0 0.8 0.3 0.5 0.8
1

200 1.2 1.5 0.7 0.0 0.0 0.0

0.8 1
50 4.0 3.8 2.2 1.6 2.8 2.6
1

100 2.6 2.2 0.9 0.4 0.5 0.7
1

200 1.5 1.0 0.4 0.0 0.0 0.0

0.9 1
50 — — — 2.0 3.1 3.5
1

100 — — — 0.5 0.4 0.8
1

200 — — — 0.0 0.0 0.0

deceases. The rate of relative accuracy decrease is steeper in the second-order scheme than that in
the first-order scheme.

A careful study of the cell-face expressions shows that the diffusion terms are dominant at
low Reynolds numbers but the convection terms are dominant at high Reynolds numbers. As was
mentioned before, the pressure and diffusion terms are discretized using the FE shape functions;
however, the convection terms benefit from a physical-influence upwind strategy. Therefore, the
current method must be second-order accurate in low-Reynolds-number flows and first-order accu-
rate in high-Reynolds-number flows. In addition, the temporal terms were separately discretized
using either the first- or the second-order schemes. In order to perform the current temporal and
spatial accuracies, we re-examine our chosen test cases.

First, we evaluate the spatial accuracy. In this regard, we consider four different uniform grids
with 100×5, 200×10, 400×20, and 800×40 resolutions in the channel shown in Figure 13. We
consider the results of 800×40 mesh as our reference magnitudes, because it is the finest mesh and
includes all the other three meshes. The numerical study is performed at T ∗ =0.0. The L2-norm
of pressure and velocity variables relative to those of the reference mesh is obtained and plotted
in Figure 16(a) using the solid circle symbol. To present a better understanding of the current
accuracy, the first- and second-order accurate slopes are also shown in this figure. Inspecting the
figure, the slope of the pressure error is about 1.8, the longitudinal velocity about 1.2, and the
transversal velocity about 1.3. The latter two magnitudes show that the convection role should be
more dominant than the diffusion role in the channel at Re=507. The pressure error slope is close
to 2. This is due to using a bilinear interpolation to approximate the pressure field in the domain.
Our experience has shown that the second-order pressure accuracy would be achievable in solving
other test cases as well.
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Figure 16. (a) Spatial accuracy study for test 2 with zero mesh velocities and (b) temporal
accuracy study for tests 2 and 3.

Second, we evaluate the time accuracy. As the first step, we chose four different time steps of
1
20 ,

1
50 ,

1
100 , and

1
200 with the moderate hybrid mesh to solve test 3. As before, the results at the

finest time step are chosen as the reference magnitudes. We utilize the second-order time accurate
scheme to study the problem and to obtain the magnitudes at T ∗ =0.6. Figure 16(b) shows the
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L2-norms of the velocity components and compares them with those of the reference slopes. As
before, the solid squares show the second-order and first-order slopes in this figure. The slopes of
the velocity error are very close to 2. At the second step, we re-examine the transversely oscillating
cylinder test using the moderate mesh distribution. The study is performed at the moment when
the cylinder is at the lowest position. The results show that the second-order accuracy has been
achieved for both velocity components in this case as well. Consequently, we can conclude that the
current method yields the second-order time accuracy when applying the second-order time stencil.

7. CONCLUSIONS

A primitive FVE method on stationary grids has been suitably extended to simulate unsteady flow
in non-stationary grids benefiting from the ALE approach and satisfying the GCL. To enhance the
accuracy of the method, the advection physics was carefully modeled using a physical-influence
upwinding scheme on moving meshes. To elaborate the capability of the extended formulations, we
examined both the first- and the second-order time accurate stencils. The accuracies of the current
fluid flow and heat transfer solutions were evaluated in domains with zero mesh velocity, non-
stationary domains, and domains with moving boundaries. Indeed, the current time step and grid
resolution variations showed that the current method would predict reliable and accurate solutions
despite using very coarse grid sizes and applying very large time steps in either stationary or
non-stationary grids. Our investigation also showed that the time step in our extended formulations
can be 10 times larger than those of other methods and that the accuracy of the current results
is still comparable with their results. From grid size perspective, the number of grid nodes to
provide accuracy comparable with the accuracy of other approaches was about one-tenth. These
improvements can be attributed to the new hybrid method’s exploitation of the strengths of FV,
FE, and ALE techniques in a unified algorithm to solve the fluid flow and heat transfer problems
in domains with moving grids. In our FVE-ALE approach, the second-order time accurate scheme
established on fixed meshes yielded the second-order time accurate solutions on moving meshes.
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